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ABSTRACT

Eight-year (1990–98), two-satellite (NOAA-11 and -14), global daily ;(110 km)2 gridded observations from
the Advanced Very High Resolution Radiometer (AVHRR) Pathfinder Atmosphere (PATMOS) dataset have been
previously merged with the Pathfinder Matchup Database (PFMDB) and used to develop the Phase I aerosol
correction for sea surface temperatures (SSTs) from AVHRR. In this study, this unique PATMOS–BUOY matchup
dataset (N 5 105 831) is used to derive and quality control an advanced set of aerosol parameters to be used
in the Phase II algorithm: aerosol optical depths in channels 1 (l1 5 0.63 mm) and 2 (l2 5 0.83 mm), t1 and
t2, and Ångström exponent a 5 2ln(t1/t2)/ln(l1/l2). Inaccurate retrievals at low sun and outliers are removed
from the data. PATMOS global, multiyear, multisatellite aerosol properties, derived from cloud-free portions of
the (110 km)2 grid, resemble many features previously observed in the space–time-restricted, (8 km) 2 resolution
Aerosol Observation (AEROBS) operational retrievals, in spite of a different spatial resolution, cloud screening,
and sampling. Histograms of t and a are accurately fit by lognormal and normal probability density functions,
respectively. Retrievals of t2 are consistent with t1 at low t, but reveal high multiplicative bias, resulting in a
low additive bias in a. Random errors in a are inversely proportional to t, with signal-to-noise ratio well
approximated as h 5 t1/t1o. Parameter t1o (t threshold at which signal in a compares to its noise, i.e., h 5 1)
in PATMOS data (t1o ; 0.11 6 0.01) is less than in AEROBS (t1o ; 0.18 6 0.02), since noise is suppressed
by the additional spatial averaging in PATMOS. The effect of cloud screening and sampling is also quantified.
PATMOS t1, t2, and a reveal a strong trend against cloud amount, which is not fully understood, and some
residual artificial time/angle trends, due to undercorrected calibration errors and remaining algorithm problems.
But overall, they show a high degree of self- and interconsistency, thus providing a superior set of aerosol
predictors to be used in the Phase II SST aerosol correction algorithm.

1. Introduction

The Advanced Very High Resolution Radiometer
(AVHRR/2) on board the National Oceanic and At-
mospheric Administration (NOAA) polar orbiting sat-
ellites measures upward radiance in five spectral chan-
nels, centered at ;0.63, 0.83, 3.7, 11, and 12 mm (Kid-
well 1995). Of these, the two longwave infrared emis-
sion channels (4–5) are used for retrievals of sea surface
temperature (SST; Nalli and Stowe 2002, and references
therein), whereas the two shortwave reflectance chan-
nels (1–2) are used for aerosol retrievals (Ignatov and
Stowe 2002a,b and references therein). Aerosols are
known to cause systematic errors in SST retrievals. A
project was initiated at NOAA to develop an aerosol
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correction to SST using synergetic aerosol retrievals
from the same sensor (Nalli and Stowe 2002).

A global 8-yr PATMOS–BUOY dataset (N 5 105 831
observations) was specially created for this project by
merging the NOAA–National Aeronautics and Space Ad-
ministration (NASA) Pathfinder Atmosphere (PATMOS)
data from NOAA-11 (January 1990–December 1993) and
-14 (January 1995–December 1998) satellites with the
Pathfinder Matchup Data Base (PFMDB; Nalli and Stowe
2002). (Note a 1-yr gap resulting from loss of NOAA-13
on 21 August 1993. NOAA-13 was launched on 9 August
1993 to replace the then-operational NOAA-11.) PAT-
MOS provides (110 km)2 statistics [mean and standard
deviation of Global Area Coverage (GAC) pixels, cal-
culated separately for the clear-sky and cloudy fractions
of each grid] of AVHRR radiances, surface geography,
and observation-illumination geometry, along with re-
trievals made therefrom (Stowe et al. 2002). PFMDB
is a global database of in situ observations by moored
and drifting buoys matched-up with NOAA satellite
overpasses from 1985 to 1998 (Kilpatrick et al. 2001).
The unique PATMOS–BUOY dataset retains all the pa-
rameters available from the merged datasets. In partic-
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FIG. 1. Geographical coverage by the PATMOS–BUOY data.

ular, PATMOS provides cloud amount, AT (a fraction of
cloudy GAC pixels within a PATMOS grid cell), and
PFMDB occasionally contributes measurements of sur-
face wind speed and integral water vapor, thus allowing
unique empirical checks of aerosol retrievals.

In Phase I of the project documented by Nalli and
Stowe (2002), the aerosol correction is estimated from
two predictors, those being the aerosol optical depth
(AOD) in channel 1, t1, derived with an earlier algo-
rithm (Stowe et al. 1997), and a ratio of clear-sky chan-
nel 1 and 2 reflectances, r1/r2 (used as a proxy for
aerosol particle size). The primary objective of this pa-
per is to retrieve, analyze, and quality ensure an ad-
vanced (more accurate t1) and extended (newly derived
AOD in channel 2, t2, and Ångström exponent, a) set
of aerosol parameters from the PATMOS–BUOY da-
taset for use in deriving a Phase II aerosol SST correc-
tion algorithm to be documented in a companion paper
(Nalli and Ignatov 2002, unpublished manuscript).

Previous analyses from NOAA-14 operational Aerosol
Observations (AEROBS) datasets (four periods each
covering 9–14 days from February 1998 to May 1999),
collected over the 58–258S global latitudinal belt, have
been limited in space and time (Ignatov and Stowe
2002b). Thus, a secondary objective of our PATMOS-
based analyses is to provide a far more comprehensive
global (see geographical coverage of matchups in Fig.
1), multiyear, multisatellite perspective, along with ad-
ditional analyses that include the effect of cloud screen-
ing and sampling on aerosol retrievals.

In this paper, retrievals of t1 and t2 are made inde-
pendently from channels 1 and 2 using satellite-specific
lookup tables (LUTs) derived from the 6S-radiative
transfer model (RTM; Vermote et al. 1997). The NOAA-
14 LUTs have been tested previously with AEROBS
operational data (Ignatov and Stowe 2002a). The 6S-
based retrievals of t1 are compared against the Dave-
RTM-based AOD distributed with PATMOS, t1D. The
difference dt1 5 t1D 2 t1 ; 23.5 3 1022 is partially
due to the use of more accurate, satellite-specific LUTs
in the retrievals, but primarily results from the incor-
rectly specified input to the Dave-based LUT1 used in
PATMOS. These findings are documented in section 2.

The remaining sections in the paper are dedicated to
analyses based upon the more accurate and versatile 6S-
RTM based, satellite-specific retrievals. In section 3, t1

and t2 are quality-controlled (QC). Retrievals at high
solar zenith angles (uo . 608) are found to be biased
low, and some data points are identified as outliers; these
are excluded from further aerosol analyses in sections
4–8. The empirical histograms of PATMOS t and a are
found to be well-approximated with lognormal and nor-
mal probability density functions (PDFs), respectively
(section 4). Retrievals of t2 are consistent with t1 at low
t, but are biased (multiplicatively) high, resulting in a
low (additive) bias in a (section 5). A signal-to-noise
ratio in a, defined by Ignatov and Stowe (2002b), is
well approximated as h 5 t1/t1o, but the parameter t1o

is found to be only ;0.11 6 0.01 in ;(110 km)2 PAT-
MOS compared to t1o ; 0.18 6 0.02 in ;(8 km)2

AEROBS data (section 6). This implies that the pro-
portion of a retrievals with signal exceeding noise is
higher in PATMOS relative to AEROBS because of the
additional spatial averaging. Trends in aerosol retrievals
are analyzed in section 7. Temporal artifacts are clearly
traced in the data and are likely to be the result of
residual calibration errors. Angular trends are fairly mi-
nor, and their nature seems to be well understood. How-
ever, PATMOS aerosols show a strong correlation with
cloud amount, AT, whose nature is not immediately
clear. Trends with surface wind speed and integral water
vapor are also observed. Note that these three latter
analyses were not available from the AEROBS files.
The PATMOS data differ from the AEROBS data by
spatial resolution [;(110 km)2 versus ;(8 km)2], cloud-
screening algorithm, and sampling. The effect of those
differences in the processing procedures as applied to
the same input AVHRR GAC data in AEROBS is quan-
tified in section 8 by mapping AEROBS data into PAT-
MOS grid cells, and comparing the respective statistics
of reflectances and aerosol retrievals. The differences
are significant, especially in the Ångström exponent.

2. Aerosol retrievals

Aerosol retrievals are made with the independent-
channel, 6S-RTM (Vermote et al. 1997) based algorithm
documented in Ignatov and Stowe (2002a). AODs in
AVHRR channels 1 and 2, t1 and t2, are estimated by
applying look-up-tables for each channel, LUT1 and
LUT2, to the (110 km)2 cloud-free mean reflectances
in channels 1 and 2, r1 and r2, and reported at the
centroid wavelengths of l1 5 0.63 and l2 5 0.83 mm.
The reflectance in channel i, ri, is defined as

pLir 5 , (1)i F cosui o

where Li(W m22 mm21 sr21) and Fi(W m22 mm21) are
measured top-of-the atmosphere (TOA) spectral radi-
ance and solar flux, respectively, and uo is solar zenith
angle. The TOA solar flux Fi changes with the Sun–
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FIG. 2. Difference, dt1, between t1D (Dave-based PATMOS estimate) and t1 (newly estimated using the
6S-based LUT1), dt1 [ t1D 2 t1S: (a) histogram of dt1 (needles centered on Ddt1 5 2 3 1023 bins); (b) dt1

as a function of t1.

Earth distance d, as Fi 5 Foi/d2, where Foi is the TOA
flux normalized at d 5 1. The values of Foi for AVHRR
channels on various NOAA satellites are summarized
in Ignatov and Stowe (2002a). The PATMOS reflec-
tances ri, calculated with Eqs. (1)–(2), are thus con-
veniently normalized at the satellite- and channel-spe-
cific TOA solar fluxes, and normalized at Sun–Earth
distance d 5 1.

From t1 and t2, an effective Ångström exponent is
derived as

t 11a 5 L ln , L [ 2 . (2)1 2t2 l1ln1 2l2

For AVHRR channels 1 and 2 (l1 5 0.63 mm, l2 5
0.83 mm), the channels’ spectral separation factor is L
ø 3.63. Physical principles and premises of this algo-
rithm (termed internally at NOAA/NESDIS as the sec-
ond-generation algorithm) have been analyzed in detail
by Ignatov and Stowe (2000). Its technical implemen-
tation with the 6S RTM is documented in Ignatov and
Stowe (2002a). In the original PATMOS distribution,
only one AOD, t1D, was generated from r1 with a Dave
RTM-based LUT, which was set fixed for different sat-
ellites (Stowe et al. 2002). Retrieval of t2D was consid-
ered experimental at the time of production, and there-
fore it is not given in the dataset. The Phase I aerosol
SST algorithm consequently uses two aerosol predic-
tors: slant path AOD1, x1 5 t1D 3 secu (here, u is the
satellite zenith angle), and clear-sky reflectance ratio, x2

5 r1/r2 (the latter being used as a proxy for aerosol
particle size).

In this study, the t1 is re-derived, along with newly
generated t2 and a, using 6S-based, satellite-specific
LUT1 and LUT2 (Ignatov and Stowe 2002a). The
NOAA-11 LUTs have been used for the first half of the
8-yr period (January 1990–December 1993) and the
NOAA-14 LUTs for its second half (January 1995–De-
cember 1998).

Figure 2a plots a histogram of the differences between

the PATMOS Dave and 6S estimates of t1, dt1 [ t1D

2 t1, and Fig. 2b shows that dt1 is t-specific. The two
prominent features of Fig. 2a are a negative bias in
PATMOS t1D and a two-peak structure of the histogram
of dt1. The primary peak is found at dt1 ; 23.5 3
1022, and the secondary peak is at dt1 ; 22.5 3 1022.
The Dave 2 6S difference is much larger than dt1 ,
1 3 1023 expected from the earlier analyses by Ignatov
and Stowe (2002a), who compared Dave and 6S retriev-
als based on a consistent set of input parameters (Ray-
leigh, t R, and gaseous optical depths). However, the
value of t R in the Dave LUT1 used for PATMOS pro-
cessing (;0.0607; Stowe et al. 1997) is inconsistent
with the new values for NOAA-11 and -14 (0.0569 and
0.0555, respectively; Table 2a in Ignatov and Stowe
2002a) found by accurate integration of their spectral
responses with 6S. According to Ignatov and Stowe
(2000), the (high) bias in the PATMOS t R, dt R ;
10.0038 and 10.0052 with respect to NOAA-11 and -
14, should be scaled by a ratio of Rayleigh to aerosol
phase functions (;6–7, for average scattering geome-
try), to estimate the (low) bias in the retrieved t1 (dt1

; 20.025 and 20.035 for NOAA-11 and -14, respec-
tively).1 This rough estimate based on single-scattering
is in good quantitative agreement with the locations of
the two peaks in Fig. 2a, which thus correspond to the
two satellites. Their relative intensity is due to a lower
number of NOAA-11 matchups in PATMOS–BUOY da-
taset. The number of global oceanographic buoy ob-
servations has steadily increased over 1990s, resulting

1 The errors dtR ; 5 3 1023 may seem too small to cause a
significant dt error. In sun photometry, dt 5 2dtR, as t is estimated
by subtracting tR from the total optical depth. In satellite retrievals,
aerosol path radiance (;Pt) is estimated by subtracting Rayleigh
path radiance (;PRtR) from the satellite signal. As a result, dt ;
2(PR/P) 3 dtR ; 26 3 dtR ; 0.03, which is ;1/4 of typical t
over oceans. The above dtR can be also compared to the natural
fluctuations in tR. Typically, those are within ;61% (Teillet 1990),
but may reach ;64%. These random fluctuations in tR should be
contrasted against the systematic differences between Dave and 6S
of ;8% for AVHRR channel 1.
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FIG. 3. Effect of using satellite-specific LUT in the retrievals from NOAA-11. Differences dt1, dt2, and
da are between respective retrievals made with NOAA-14 LUTs and NOAA-11 LUTs (‘‘wrong minus correct’’):
(left) histograms of dt1 and dt2 (a1 2 a2; needles centered on Ddt 5 2 3 1024 bins), and da (a3; Dda 5
1022); (right) dt1 as a function of t1 (b1), dt2 as a function of t2 (b2), and da as a function of t1 (b3).

in a greater number of NOAA-14 matchups (Nalli and
Stowe 2002).

To illustrate the importance of using satellite-specific
LUTs, Fig. 3 quantifies the would-be error in t and a, if
NOAA-14 LUTs were used with NOAA-11 data. Negative
differences in the respective t R (NOAA-14 minus NOAA-
11), d ; 20.0014 and d ; 20.0010, result in positiveR Rt t1 2

t errors of dt1 ; dt2 ; 10.01 (Figs. 3a1,a2). The errors
in channels 1 and 2 are largely coherent (Figs. 3b1,b2),
and partially cancel out in calculating the Ångström ex-
ponent, which is positively biased by only a few hun-
dredths (Fig. 3a3). This bias depends upon t, and becomes
progressively more noticeable at t , 0.1 (Fig. 3b3).

It is therefore recommended that satellite-specific LUTs
be used. The remainder of this paper is dedicated to the
analyses of 6S-based retrievals, which have proved to be

more accurate and versatile than those made with the fixed
Dave LUT (Ignatov and Stowe 2002a).

3. Quality control of retrievals

a. Retrievals at high solar zenith angles

Figure 4a shows the frequency distribution of solar
zenith angle, uo, in the PATMOS–BUOY dataset, and
Figs. 4b–d provide a statistical summary of the retrieved
t1, t2 (arithmetic mean, standard deviation, and mini-
mum), and a (arithmetic mean and standard deviation),
as a function of uo. The retrievals are fairly stable when
uo , 608, but develop progressively low biases at higher
solar zenith angles with magnitudes of Dt1 ; 20.07
and Dt2 ; 20.05 (up to Dt1 ; 20.20 and Dt2 ; 20.10
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FIG. 4. (a) Histogram and effect of sun angle on retrievals of (b)
t1 and (c) t2 and (d) a in the PATMOS–BUOY dataset. Sun angle
is binned at Duo 5 28 increment.

TABLE 1. Number of observations used in plotting histograms in
Figs. 1–2, and calculating statistics in Table 2.

QC
test Attribute No. obs

1
2
3
4
5
6
7

N: Original data
t 1min/N(t 1 # 0)/t 1max Original data
t 2min/N(t 2 # 0)/t 2max Original data
2DNSp: Spectral test (section 3)
2DNN1: (t 1 # 0)
2DNN2: (t 2 # 0)
2DNL1: (logt 1.log t g114 log m1)
2DNL2: (logt 2.log t g214 log m2)
2DNS1: (logt 1.log t g124 log m1)
2DNS2: (logt 2.log t g224 log m2)
2DN: Total excluded data (sum of

previous seven lines)
N: Screened data
t 1min/t 1max: Screened data
t 2min/t 2max: Screened data

87 246
20.05/16/1.46
20.02/65/2.01

277
215
253
22
21

249
2133

2330 (0.38%)

86 916
0.01/1.21
0.01/1.01

in extreme cases). The LUTs are known to cause neg-
ative errors in the retrieved t (cf. Fig. 10 in Ignatov and
Stowe 2002a), explaining about a half of the empirically
observed effect. The unexplained portion of the bias
suggests that other sources contribute to the overall error
budget at slant angles, comparable in magnitude to the

LUT-induced ones. Note that due to the reciprocity prin-
ciple, similar errors are expected at zenith view angles
u . 608. These angles, however, are not used in aerosol
retrievals, due to the specifics of cloud masks in both
PATMOS and AEROBS data. Figure 4d further suggests
that errors in t are incoherent in the channels, thus lead-
ing to a pronounced negative bias in the Ångström ex-
ponent of Da ; 21 at uo . 608. Until these biases at
high sun zenith angles are better understood and cor-
rected for, the use of this angle range is not recom-
mended. Therefore, the DNS 5 18 585 observations with
uo . 608 (;17.6% of data points) are removed from
further analyses.

b. Outliers and other physically unrealistic retrievals

The remaining N 5 87 246 PATMOS retrievals have
been further tested with a series of QC procedures de-
scribed by Ignatov and Stowe (2002b). Results from
these tests are listed in Table 1 (cf. with Table 1 in
Ignatov and Stowe 2002b for AEROBS data) and de-
scribed below.

Figure 5a shows a scattergram of t1 versus t2, after
removal of observations with high sun zenith angles but
before QC. Some points fall well outside of the main
cluster, due to radiometer malfunction, or significant de-
partures in the ocean surface/atmosphere properties from
those assumed in the retrieval model (e.g., a misclassified
type of surface in PATMOS, or residual cloud in the
sensor’s field of view). Ignatov and Stowe (2002b) de-
signed a special spectral statistical test (QC1) to remove
the outliers. Applied to PATMOS data, this test identifies
only ,0.1% of data points (DNsp 5 77), compared to
typical 0.5%–0.8% in AEROBS data. This is because
some otherwise ‘‘bad’’ GAC pixels might have migrated
to the main body of the cluster within PATMOS, having
been averaged together with many ‘‘good’’ GAC pixels
within a (110 km)2 PATMOS grid cell.

The next two tests (QC2–3) check for a number of
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FIG. 5. Scattergram of t1 vs t2 (retrievals with uo . 608 removed): (a) before QC tests described in Table
1; (b) after QC1–7. Short dashes show regression lines t1 5 b 1 at2. Long dashes correspond to a 5 0 and
a 5 2.

negative retrievals in either channel. A total of DNN1 5
15 data points with t1 , 0, and DNN2 5 53 additional
data points with t2 , 0 are found in the output of QC1
(note that the logic of the tests is cumulative, i.e., the
test number i 1 1 is applied to the result of test i). In
contrast to QC1, these proportions are higher than those
seen in AEROBS data. This is probably due to residual
calibration errors, which may become larger during cer-
tain periods within the 8-yr period under consideration.
An empirical analysis by Ignatov (2002) suggests that
calibration-induced errors in t1 and t2 are approximated
as Dt1 ; (0.37 1 0.71t1)«1, and Dt2 ; (0.16 1
0.74t2)«2, where «1 and «2 are fractional calibration errors
in the channels. For realistic calibration errors of «1 ;
20.05 and «2 ; 20.07, and t1 ; t2 ; 0 (it is the
observations with smallest t, which have the highest
chance to cross over the t 5 0 line), one obtains Dt1 ;
20.02 and Dt2 ; 20.01. Combining this with the effect
of radiometric noise and digitization (st1 ; 0.75 3 1022

and st2 ; 1.0 3 1022 in pixel-level data; see Ignatov
2002), and probable significant anomalies in surface pres-
sure (affecting t R; see footnote 1) and surface reflectance,
leads to negative errors comparable in magnitude with
the minima in the original data listed in Table 1.

The last series of tests is based on identifying outliers,
both high (.logtgi 1 4 logmi; QC4–5) and low (,logtgi

2 4 logmi; QC6–7), in logt space for channels 1
(QC4,6) and 2 (QC5,7), where the geometric mean tgi

and standard deviation (STD) m i of ti in channel (i 5
1, 2) are defined, respectively, as

logt 5 ^logt &;gi i

2logm 5 Ï^(logt 2 logt ) &. (3)i i gi

The physical nature of the outliers is discussed by Ig-
natov and Stowe (2002b). The number of high outliers
in PATMOS is fewer than in AEROBS data (where it
was from 5 to 50 points), most probably due to the fact
that some GAC outliers have been averaged out with
their less anomalous neighbors within a (110 km)2 PAT-
MOS grid cell. The number of low outliers is compa-
rable in both data sources.

In total, the seven QC tests remove DN 5 330 ob-
servations. This is only 0.4% of data points, compared
with 0.8%–1.3% in AEROBS data. Although the
;0.4%–1.0% reduction in outliers from AEROBS to
PATMOS might suggest improved data quality in PAT-
MOS, it is probable that some PATMOS grid cells with-
in the main body of points have been contaminated by
the outlier GAC pixels resolved by AEROBS. Figure
5b demonstrates the performance of the QC tests by
replotting t1 versus t2 after removal of outliers. Note
that all seven QC tests have been consistently used in
all analyses below, except in section 7, where trends in
the minima t statistics are analyzed.

4. Probability density functions (PDFs) of t and a

Ignatov and Stowe (2000) made an empirical obser-
vation that the shape of the t histograms retrieved from
the visible and infrared scanner (VIRS) on board the
Tropical Rainfall Measuring Mission (TRMM) is close
to lognormal. The a PDF was observed to be close to
Gaussian, which is expected if the t lognormality holds.
O’Neill et al. (2000), and Kabanov and Sakerin (2000),
provided further empirical evidence of t lognormality
based on the analyses of ground-based sun photometer
measurements. Dubovik et al. (1995), and Dubovik and
King (2000), suggest that there are fundamental theo-
retical considerations underlying the lognormality of the
t PDFs (Edie et al. 1971; Tarantola 1987). Ignatov and
Stowe (2002b) tested these hypothesis with four large,
yet space–time restricted, AVHRR (AEROBS) datasets,
and here we test them further using the global multiyear
PATMOS–BUOY data.

a. PDF of aerosol optical depths

Figure 6 shows histograms of the quality-controlled
t1 and t2. Superimposed are their fits with lognormal
PDFs (solid curves; O’Neill et al. 2000) (note that
throughout this paper, we employ the shorthand nota-
tion, ‘‘log’’ and ‘‘ln’’ for referring to decimal, log10, and
natural, loge, logarithms, respectively):
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FIG. 6. Empirical histograms (needles centered on Dt 5 1022 bins), and their fit with lognormal PDFs
(solid line) of (a) t1 and (b) t2. Data have been screened with QC1–7 tests described in Table 1.

TABLE 2. Statistics of aerosol optical depths and Ångström exponents (after QC1–7).

Full dataset
(1990–93 and 1995–98; No. 5 86 916)

Mean Std dev

Mt. Pinatubo excluded
(1990 and 1995–98; No. 5 67 662)

Mean Std dev

Aerosol optical depth in Ch1
(geometric statistics)

Aerosol optical depth in Ch2
(geometric statistics)

t g1 5 0.126

t g2 5 0.117

m1 5 1.787

m2 5 1.802

t g1 5 0.113

t g2 5 0.106

m1 5 1.712

m2 5 1.736

Aerosol optical depth in Ch1
(arithmetic statistics)

Aerosol optical depth in Ch2
(arithmetic statistics)

t a1 5 0.149

t a2 5 0.138

st 1 5 0.093

st 2 5 0.085

t a1 5 0.130

t a2 5 0.123

st 1 5 0.077

st 2 5 0.072

Ångström exponent
Ångström exponent

(t 1, t 1 $ 0.1)
aa 5 0.28
aa 5 0.25

(No. 5 52 479)

sa 5 0.46
sa 5 0.34

(No. 5 52 479)

aa 5 0.23
aa 5 0.22

(No. 5 39 107)

sa 5 0.47
sa 5 0.41

(No. 5 39 107)

1 1
P(t ) 5 P(logt );i it ln10i

 ti2 log 1 2t gi1
P(logt ) 5 exp 2 . (4) i 22 log (m )Ï2p log(m ) i i

In evaluating the accuracy of the fit in Fig. 6, one
should keep in mind that deviations from lognormality
are expected empirically, due to residual instrumental
and algorithm-related errors, even if AOD were theo-
retically distributed perfectly lognormal. One would
also expect that the Mt. Pinatubo eruption in mid-1991
might introduce a distortion, and stand out as a separate
peak (cluster) in the histograms. The histograms, how-
ever, remain monomodal and lognormally shaped, but
with somewhat elevated parameters. This may be due
to a relatively small proportion of NOAA-11 observa-
tions in the PATMOS–BUOY dataset (;30%), only a
fraction of which was corrupted by the Mt. Pinatubo
eruption. Additionally, the stratospheric aerosol layer
gradually diminished over a period of a few years.

Table 2 lists the geometric (tgi, m i) and arithmetic

(tai, st i) means and STDs in the retrieved t. The two
statistics differ by up to dt ; 0.02 (;15% of the typical
t signal). According to O’Neill et al. (2000), the use of
geometric statistics is better justified than arithmetic
(customarily used in the aerosol community), allowing
for a more accurate reconstruction of the t PDF. In ad-
dition to the 8-yr period, which includes the Mt. Pin-
atubo eruption, the two rightmost columns of Table 2
list Mt. Pinatubo–free statistics. The latter numbers pro-
vide a useful reference for a global marine background
t1 and t2 (note, however, that the t2 statistics is most
probably biased high as discussed in section 5).

b. PDFs of the Ångström exponent

Figure 7 shows histograms of the Ångström exponent
a along with their fit using a normal PDF:

1 (a 2 a )mP(a) 5 exp 2 , (5)
2[ ]2sÏ2ps aa

where am and sa are ensemble arithmetic mean and
standard deviation of the Ångström exponent. The shape
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FIG. 7. Empirical histograms (needles centered on Da 5 1 3 1021 bins) and their fit with normal PDFs
(solid line) of the Ångström exponent a, derived from t1 and t2 of AVHRR (screened with QC1–7 tests
described in Table 1) using Eq. (1): (a) t1, t2 $ 0, (b) t1, t2 $ 0.1.

of the histograms in Fig. 7 is close to Gaussian, with
deviations primarily due to retrieval error, which in-
creases in inverse proportion to t (see section 6 for
details). To demonstrate this, Fig. 7b shows that his-
tograms of a become closer to Gaussian, after excluding
observations with t1, t2 , 0.1. The fit parameters, am

and sa, for the two cases in Fig. 7 are listed in Table
2. The sample standard deviation of the Ångström ex-
ponent (sa) is more sensitive to the restrictions imposed
on t than the sample mean (am).

We thus conclude that PATMOS a is distributed nor-
mally, similar to the AEROBS a. The empirical histo-
gram may deviate from a normal shape, due to nonaerosol
errors in the retrievals (deviations of actual retrieval con-
ditions from those assumed in the retrieval model), or
because of input data quality. The relative importance of
these additive factors increase toward low t.

5. Interconsistency of t1 and t2:
High multiplicative bias in t2

Returning to Fig. 5b, the retrievals are expected to
fill in a two-dimensional sector, restricted by two
straight lines corresponding to a 5 0 (t1 5 1.0t2) and
a 5 2 (t1 ø 1.736t2). These are shown with long dash-
es, the slopes of the lines, t1/t2, being calculated from
the respective Ångström exponents using Eq. (2). The
least squares regression line is also shown with short
dashes and described by equation t1 5 23 3 1024 1
1.0820t2. Three features are worth noting.

1) The scattergram converges at the origin. Failure to
converge is plausible only when additive errors, in-
consistent in the channels, are present. Since the best
calibration available at the time (Rao and Chen 1999)
was used in PATMOS processing, this coherence be-
tween the independent retrievals of t1 and t2 from
two AVHRR channels indirectly confirms that the
ocean reflectances used in the LUT1 and LUT2 are
interconsistent.

2) The scattergram progressively diverges as t increas-
es, due to the natural variability in the Ångström

exponent. In the section 6, this observation forms
the basis for a statistical procedure to estimate this
variability from the data.

3) The cluster of retrievals is shifted from its expected
domain. The Ångström exponent is generally known
to be mostly positive. Its modal value typically rang-
es from 0.4 to 0.7 for maritime aerosols, but reaching
up to ;1 when influenced by continental and other
sources (e.g., Smirnov et al. 1995). In Fig. 5b, how-
ever, quite a few points are found below the a 5 0
line. The average Ångström exponent, estimated
from the slope of the regression line, is ao 5 L
ln(1.0820) ø 0.29. This regression-based estimate is
consistent with the direct calculation of the ensemble
mean listed in Table 2, but near the lowest boundary
of its expected domain (a 5 0). If a more realistic
global average value of ao ; 0.6–0.8 (assuming con-
tinental influences) is adopted for the sake of esti-
mate, then the slope of the regression line is expected
to be from 1.18 to 1.25. Ignatov and Stowe (2002a,b)
suggested that the observed (additive) bias in a of
; 20.4 most probably results from a positive (mul-
tiplicative) bias in t2 that occurs from an overesti-
mation of water vapor absorption contribution in 6S
(recall that in 6S, all atmospheric absorption is
placed above the scattering layer). Rough estimates
suggest that t2 should be decreased by at least
;12%, in order to bring a to its realistic range. This
issue is currently being investigated quantitatively,
and results will be reported elsewhere. Note that this
systematic bias has no impact on the analyses of
random errors in section 6 below.

6. Signal-to-noise ratio (SNR) in the Ångström
exponent

If the PATMOS Ångström exponent is to be effi-
ciently utilized in an aerosol correction algorithm for
SST, its information content needs to be quantified. This
analysis is also fundamental to future dependent-chan-
nel aerosol enhancements from AVHRR. This is because
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FIG. 8. (a) Regression (short dashes in Fig. 5b) residual, Dt1, vs t2 with 64sDt1 curves (dashed)
superimposed; (b) mean square of the regression residual, vs binned (after QC1–7 in Table 1).2 2s tDt1 2

FIG. 9. (a) Scattergram of a vs t1 (after QC1–7 in Table 1) with
mean, ao (solid) 63sa (dashed) lines superimposed; (b) relationship
of ao vs binned 1/t1 with linear fit superimposed; (c) relationship of

vs binned 1/ with linear fit superimposed.2 2s ta 1

any potential for improvement over the current inde-
pendent-channel, fixed-aerosol-model approach is based
upon the measured spectral information, quantitatively
characterized by the Ångström exponent. Thus, the suc-
cessful implementation of any simultaneous-solution al-
gorithm critically depends upon the ability to measure
this spectral information accurately. This section esti-
mates the signal, noise and signal-to-noise ratio (SNR)
in the PATMOS a, using procedures proposed by Ig-
natov and Stowe (2002b), and compares them with es-
timates from space and time restricted AEROBS data.

a. Scattergrams of t1 versus t2

Figure 8a plots the residual of the regression shown
in Fig. 5b, Dt1, as a function of t2. Ignatov and Stowe
(2002b) suggest a linear relationship between and2sDt1

, with the slope, , and intercept of the regression2 2 2t s s2 a b

being dependent on the natural (‘‘noise free’’) variance
of the Ångström exponent within a dataset, , and t-2sao

retrieval additive errors (‘‘noise’’) in channels 1 and 2,
and , as2 2s s1n 2n

2sao2 2 2 2s ø ; s ø s 1 s . (6)a b 1n 2n2L

The empirical points, , estimated at binned values2sDt1

of , are shown in Fig. 8b, along with a linear regres-2t 2

sion fit through them. The slope is ; 80 3 1024,2s a

and the intercept is 2 ( 1 ) ; 0.8 3 1024.2 2 2s s sb 1n 2n

The natural variability in the Ångström exponent is
estimated from with Eq. (6) as sao ; saL ; 0.32.2s a

b. Scattergrams of a versus t

Figure 9a shows a scattergram of a versus t1. The
average trend in a (estimated from Fig. 9b) is denoted
with the superimposed solid line, whereas the dotted
lines denote 63s (estimated from Fig. 9c). To better
understand results of Fig. 9, recall that for an arbitrary
point, the retrieved a is a superposition of a ‘‘physical’’
signal ap and an error signal, a«/t (Ignatov et al. 1998;
Ignatov and Stowe 2002b):
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a«a 5 a 1 . (7)p t

Stratifying the retrieved a by t, and averaging Eq. (7)
over ensemble of measurements gives

ao«a (t) 5 a 1 . (8)o op t

Figure 9b suggests no noticeable 1/t-type trend in the
average Ångström exponent, which, if available, would
be indicative of a systematic error in a [i.e., if ao« ± 0
in Eq. (8)].

The respective t-stratified STD is
2sa«2 2s (t) 5 s 1 . (9)a ao 2t

Equation (9) suggests that the variance in the retrieved
Ångström exponent, , is proportional to 1/t 2. The2sa

respective correlation between these two variables is
shown in Fig. 9c. The intercept is ; 0.08, from2sao

which sao ; 0.28. Comparing this number with the sao

; 0.32, estimated in section 6a from the ‘‘t1–t2’’ scat-
tergram, one arrives at an average estimate of sao ;
0.30 6 0.02. The slope is ; 1023, from which sa«

2sa«

; 3.2 3 1022. A random error in the Ångström ex-
ponent can be alternatively estimated using the results
of t1–t2 analyses in section 6.1 as ( /t 2) [ (L/t1)22sa«

3 ( 1 ) (Ignatov and Stowe 2002b). Substituting2 2s sn1 n2

( 1 )1/2 ; 0.89 3 1022, one obtains sa« ;2 2s sn1 n2

L( 1 )1/2 ; 3.63 3 0.89 3 1022 ; 3.2 3 1022,2 2s sn1 n2

in agreement with the above ‘‘a–t’’ diagram based es-
timate.

c. Signal-to-noise ratio in PATMOS a

The estimates of ‘‘physical signal’’ and ‘‘noise’’ in
the Ångström exponent allow one to define the SNR
from Eq. (9) as h 5 (sao/sa«)t1 [ t1/t1o. The SNR
increases linearly with t1, and reaches a ‘‘cross-over’’
point in t1, t1o, where h 5 1: t1o ; (sa«/sao) ; 0.032/
(0.30 6 0.02) ; (0.11 6 0.01). As t1 increases from
t1o, the measured a is progressively less impacted by
‘‘noise.’’ Sources of noise include radiometric error,
along with errors introduced from departure of the pre-
scribed nonaerosol model parameters from the obser-
vational conditions. Note that the Phase I SST tropo-
spheric aerosol correction is only applied to data with
observed t1 . 0.15 (Nalli and Stowe 2002).

d. PATMOS versus AEROBS signal-to-noise ratio

It is interesting to compare the above PATMOS esti-
mates with those derived previously from AEROBS data
in Ignatov and Stowe (2002b):sao ; 0.24 6 0.02, ( 2s1n

1 ) ; 1.0 3 1024, sa« ; (4.2 6 0.2) 3 1022, t1o ;2s 2n

0.18 6 0.02. The noise is reduced in the (110 km)2

PATMOS t and a, compared to the (8 km)2 AEROBS
data, due to the additional spatial averaging. This reduc-

tion, however, is not proportionate to the increased area
(sample size), as would be expected in the case of fully
noncorrelated errors in retrievals (e.g., resulting from ra-
diometric noise and digitization). This may indicate that
the spectrally incoherent t errors, causing random errors
in a, mostly come from the physical factors in the re-
trieval model (residual cloud in a GAC field of view,
surface reflectance and pressure, water vapor in channel
2) which are spatially coherent on the scales comparable
to the PATMOS grid cell size. The included GAC outliers
within PATMOS grid cell, which would allow screening
out in AEROBS (cf. section 3b), may also diminish the
noise reduction in the PATMOS aerosol retrievals from
what is otherwise expected.

As expected, the natural variability (‘‘signal’’) in the
global 8-yr data PATMOS–BUOY Ångström exponent
(;63sao ; 60.90, in good agreement with a com-
monly used estimate of the range of this parameter
;61; e.g., Smirnov et al. 1995) is larger than in the
space–time restricted AEROBS data analyzed in Ignatov
and Stowe (2002b) (;63sao ; 60.72).

7. Aerosol parameter trends

Aerosol retrievals are expected to reveal natural var-
iations as a function of space and time, but should not
contain artificial trends in time, sun-view–scattering–
reflection geometry, or ambient cloudiness (Ignatov and
Stowe 2000). An important prerequisite for using some
of the statistical techniques of this section is uniform
coverage of the respective space–time angle bins. This
requirement is better satisfied in the PATMOS dataset
due to its global, long-term nature than in the space–
time restricted AEROBS datasets used by Ignatov and
Stowe (2002b).2 Note that for the analyses of this sec-
tion, QC4–5 were lifted (negative t in both channels
allowed), for the analyses of trends in tmin.

a. Temporal

Figure 10 shows time series of aerosol retrievals,
along with the respective sample size. The left (NOAA-
11) and central (NOAA-14) sets of panels are constructed
on monthly basis. The right panel summarizes the two
on a yearly basis, to underscore the long-term multiyear
trends/discontinuities in the data. Three statistics are

2 Analyses of this section will be shown to identify artificial trends
in some parameters, against which aerosol retrievals are tested. Strict-
ly speaking, not all these parameters are fully independent, and they
may reveal false intercorrelations. For instance, certain scattering
geometries are preferentially observed at certain latitudes, due to the
NOAA orbital configuration. As a result, the actual causes for some
biases are not easy to properly attribute. One may be tempted to
exclude from all further analyses the domains of a parameter iden-
tified as troublesome at a certain stage of analysis. However, this
section is meant to provide a preliminary assessment of the PATMOS
product on a consistent basis, leaving more in-depth diagnostics and
fixes for future research.
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FIG. 10. Monthly statistics of number of observations, and aerosol retrievals for NOAA-11 (left column), NOAA-14 (center column), and
yearly statistics for both satellites (right column): minimum (circle; for t1 and t1 only), mean (box), and 9 3 s/ (whisker; in yearlyÏN
statistics, 30 3 s/ ). Note that whiskers are at 9 3 s/ in Figs. 11–16. The scaling factors chosen for illustration purposes only. ForÏN ÏN
discussion on the standard error of mean see Ignatov and Stowe (2002b), section 5a. Horizontal dashed lines are at the mean level of each
variable. Note that the t statistics are calculated geometrically, and the a statistics are calculated arithmetically for t1, t2 $ 0 (Ignatov and
Stowe 2002b).
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shown: mean, standard error (shown exaggerated), and
minimum. The results emerging from Fig. 10 are dis-
cussed below.

The number of observations from NOAA-14 is, on av-
erage, 3 times larger than from NOAA-11, due to a dra-
matically increased density of buoy observations in the
late 1990s (viz., the inception of the TOGA–TAO array
along with increasing numbers of drifting buoys). The
last three months of NOAA-11 (October–December 1994)
are missing due to high solar zenith angle (uo . 608).

NOAA-11 t records were strongly disturbed by the
dramatic eruption of Mt. Pinatubo in June 1991. A spike
in observed t (September 1991) is seen to exceed the
background t both in the mean (by about 3 times in the
two AVHRR channels) and minimum t statistics. In
1993, t diminished to near pre-eruption levels, but still
remained elevated by a few hundredths of t unit, due
to either continued post-eruption relaxation or residual
calibration error. The NOAA-14 t records in both chan-
nels are more stable, but show increasing trends, in both
mean and minimum, amounting to a few hundredth of
t unit toward the end of the satellite lifetime over a
period of four years. These trends are more clearly
traced in the yearly, rather than monthly, statistics, in
the right column of Fig. 10. Estimates in section 3b
suggest that the magnitude of the trends in NOAA-14
could be well explained by residual calibration error of
(25%–7%) (4 yr)21. The coherent character of the
trends in channels 1 and 2 may result from a consistent
vicarious calibration technique by Rao and Chen (1999)
used for both channels. These observations support Ig-
natov’s (2002) suggestion that the observed artificial
trends in AVHRR t time series can be used to adjust
for residual calibration errors.

The trends in a are not as easy to interpret as in t.
A coherent part of the artificial trends in t1 and t2 es-
sentially cancels out while taking their ratio in calcu-
lating the Ångström exponent. However, the remaining
incoherent errors in t1 and t2 lead to substantial artificial
trends in a, especially at low t, due to a high sensitivity
of the Ångström exponent to different nonaerosol-re-
lated modeling errors, as discussed in section 6. Ignatov
(2002) suggested that this high a sensitivity may be
used to detect the incoherent errors in t1 and t2. Cor-
recting for these errors is not straightforward, however,
as one has to decide which channel should be trusted
better. Figure 10 suggests that artificial trends in the
NOAA-11 a may reach 0.4–0.6 units of a (whose natural
range of variability is ;2), masking even the Mt. Pin-
atubo signal. These trends may need to be corrected
before the a data for NOAA-11 are useable for SST
correction, but these adjustments are beyond the scope
of this study. Note that these errors in a did not critically
corrupt our previous analyses (in particular, in section
6), due to a relatively small proportion of NOAA-11
data in the PATMOS–BUOY dataset (;25%).

b. Geographical

Figure 11 shows the same statistics as above as a
function of latitude, w (left) and longitude, l (right col-
umn). The geographical distribution of the retrieved pa-
rameters is realistic. In particular, higher t and a in the
Northern Hemisphere may indicate larger contamination
by smaller continental particles. Spikes in the t and a
versus longitude occur coherently in the areas near the
major crossings of the continent/ocean boundaries. In-
terpretation of some other features may be not as
straightforward, however. For instance, elevated t1 and
t2 are observed in the zonal belt associated with the
intertropical convergence zone (ITCZ) between 58 and
158N, and at high latitudes. Cloud amount derived from
PATMOS data suggest that these areas are generally
more cloudy. The correlation between aerosol t and
cloud amount is examined in section 8. The belt around
;308S in latitude, and areas associated with the Indian
and Pacific Oceans in longitude, appear to be the clean-
est over the entire globe.

c. Angular

Figures 12 and 13 show sun-view–scattering–glint an-
gle trends in aerosol retrievals. The lack of trends in
the minima t indicates a high degree of interconsistency
between the instrumental calibration in PATMOS data,
on the one hand, and treatment of nonaerosol physical
factors (Rayleigh optical depths and ocean surface re-
flectance) in the 6S-RTM based retrieval model, on the
other. Recall that in the space–time restricted AEROBS
data, both t1min and t2min showed an increasing trend by
Dt ; 0.01–0.02 over the full range of any of the four
angles.

Artificial angular trends in the mean t are traced in the
view (Fig. 12), and scattering and glint angles (Fig. 13).
Elevated t at scattering angle x . 1608, and at glint angle
g , 508, also have been observed in AEROBS data, but
the view angle trends are now stronger than seen before.
Increased t at a low glint angle most probably comes from
increased specular reflection around the glint area (current
retrievals are restricted to outside the 408 cone angle
around the specular reflection point) at surface wind speeds
higher than V 5 1 m s21 as currently assumed in the
retrievals.3 The scatter angle trend may be caused by a

3 Wind speed was set to a constant of V 5 1 m s21 to avoid the
necessity of setting the wind direction in the 6S anisotropic formu-
lation (see discussion in Ignatov and Stowe 2002a). Customarily, the
surface roughness is characterized using an isotropic Cox–Munk dis-
tribution of surface slopes (e.g., Tanre et al. 1997; Wagener et al.
1997; Mishchenko et al. 1999; Higurashi and Nakajima 1999). We
know of no analyses which would compare the two formulations for
the purpose of establishing the adequate one for the use in aerosol
remote sensing. Furthermore, in the vast majority of current aerosol
retrieval algorithms a constant surface wind speed is assumed [a case
study by Wagener et al. (1997) being the rare exception]. For example,
Tanre et al. (1997), Mishchenko et al. (1999), and Higurashi and
Nakajima (1999) have assumed V 5 7 m s21, which is close to the
median wind speed observed in the PATMOS–BUOY dataset (V 5
5–6 m s21, see Fig. 20a).
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FIG. 11. Same as in Fig. 10 but (left column) vs latitude, w (negative in Southern Hemisphere, Dw 5 28)
and (right column) longitude, l (negative in Western Hemisphere, Dl 5 108).

deviation of the model aerosol phase function from the
actual phase function average over the oceans in back-
scatter. Alternatively, it may result from the regional biases
in the scatter geometry due to the specific NOAA orbital
configuration, which may also explain the view angle and
high glint angle (g . 1008) trends.

The Ångström exponent amplifies small uncertain-
ties in t through multiplication by the coefficient L
5 3.63 in Eq. (2). As a result, the angular trends in
a are more notable than in t, and may offer a more
subtle tool for identifying otherwise undetectable
trends in t.
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FIG. 12. Same as in Fig. 10 but (left column) vs sun angle, u (Duo 5 28) and (right column) view angle, uy

(Duy 5 28).

d. Cloud amount

Each PATMOS (110 km)2 grid cell contains a number
of clear and cloudy pixels, and a total cloud amount,
AT, estimated using a statistically equivalent spatial co-
herence (SESC) technique (Stowe et al. 1999). The left

column of Fig. 14 plots a histogram of AT, and aerosol
retrievals as a function of AT. Note that the AT is a
conditional estimate: Only those PATMOS cells that
have at least one pixel suitable for aerosol retrieval were
used. There are strong trends in all aerosol parameters
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FIG. 13. Same as in Fig. 10 but (left column) vs scattering angle, x (Dx 5 28) and (right column) glint
angle, g (Dg 5 28).

against AT, and similar trends have been recently ob-
served in TRMM VIRS aerosol retrievals (Ignatov et
al. 2002). These could be attributed to the indirect aero-
sol forcing, resulting from increased hygroscopic aero-
sol particles that favorably influence cloud formation.
Or, alternatively, aerosol retrievals could be affected by

residual cloud in the cloud-free portion of a (110 km)2

grid cell. The probability of this latter effect apparently
increases with increasing total ambient cloudiness, mea-
sured by the AT parameter. Note that trends in tmin may
suggest the retrieval artifact, as the intensity of cloud-
aerosol interaction is expected to diminish in proportion
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FIG. 14. Same as in Fig. 10 but (left column) vs cloud amount, AT (DAT 5 2%) (center column) number of clear pixels (DNCLR 5 10),
and (right column) number of cloudy pixels (DNCLD 5 10). Horizontal dashed lines are at the mean level of each variable calculated for AT

, 5% only.
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FIG. 15. Same as in Fig. 10 but vs mean surface wind speed (binned
at DV 5 1 m s21). Horizontal dashed lines are at the mean level of
each variable calculated for wind speed ,3 m s21 only.

to t, due to decreased concentration of cloud conden-
sation nuclei (CCN). On the other hand, the cases with
high t may be screened out by the cloud screening al-
gorithm, which may result in low bias in t.

The center and right columns of Fig. 14 show similar
analyses with respect to the number of clear and cloudy
pixels within a PATMOS cell. Trends similar to the AT

trend (and apparently related to it) are also observed. It
is not immediately clear how to attribute the observation
in Fig. 14. Since there is a plausible physical expla-
nation, we have retained all data in the current analyses.
However, the ambiguity needs resolving through further
investigation.

e. Surface wind speed

In the merged, quality-controlled PATMOS–BUOY
subset (N 5 87 246), mean surface wind speed, V (m
s21) is available only for N 5 12 266 data points as it
is measured only by some (viz., moored) buoys. Figure
15 plots the V trends in aerosol retrievals. Both mean
and minimum t increase by dt1 ; 10.05 and dt2 ;
10.06, when wind speed increases from 0 to 12–13 m
s21. Despite the high degree of coherence in dt1 and
dt2, the Ångström exponent declines by a da ; 20.5.
Similar trends, and of a comparable order of magnitude,
have been previously observed in the t and a measured
by ground-based sun photometers (Platt and Patterson
1986; Smirnov et al. 1995; Kabanov and Sakerin 2000;
Wilson and Forgan 2002). A retrieval artifact is also
possible due to the incomplete treatment of the surface
reflectance in the retrievals. The Lambertian (diffuse)
surface reflectance is customarily set to zero (e.g., Tanre
et al. 1997; Mishchenko et al. 1999; Higurashi and Na-
kajima 1999). Ignatov and Stowe (2002a) used 5 2Sr1

3 1023 and 5 5 3 1024, respectively, which ap-Sr2

proximately correspond to V & 5–7 m s21. Higher winds
sharply intensify the formation of bright foam (white
caps) on the surface, thus increasing the TOA reflec-
tance (e.g., Wagener et al. 1997). The retrieval algorithm
may incorrectly interpret this elevated reflectance as a
higher aerosol signal. Figure 13b further suggests that
using a constant wind speed of V 5 1 m s21 leads to
artificially elevated t at g , 508 (Fig. 13b). Its mag-
nitude (dt1, dt2 ; 10.03–10.05), and the proportion
of contaminated data (,10%), however, may explain
only a small part of the effect observed in Fig. 15.

f. Column water vapor

The integral (column) water vapor W (g cm22) is also
available on the merged PATMOS–BUOY for a subset
of matchups (N 5 60 928). Figure 16 plots aerosol
statistics as a function of W. Trends are small in both
t1 and t2, but t2 seem to slightly decline with W. Anal-
yses from ground-based sun photometers suggest an in-
creasing trend against the surface relative humidity (RH)
(e.g., Smirnov et al. 1995; Kabanov and Sakerin 2000).

Direct comparison of the W and RH results is not
straightforward. Note, however, that an artificial water
vapor trend in AVHRR channel 2 is expected, as this
channel is strongly contaminated by variable water va-
por absorption (recall that the current algorithm assumes
a constant water vapor profile based on the midlatitude
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FIG. 16. Same as in Fig. 10 but vs total column water vapor (binned
at DW 5 0.5 g cm22). Horizontal dashed lines are at the mean level
of each variable calculated for the whole range of water vapor. Note
that in (e), vertical bars are half–standard deviations.

summer standard atmosphere; Ignatov and Stowe
2002a). Figure 16e plots a regression residual of t2 ver-
sus t1, dt2 5 t2 2 (a 1 bt1), the term in parentheses
being a least squares predictor of t2 from t1. This dif-
ferencing is meant to remove the physical dependence
of t(W), which if exists is expected to be close in the
two channels, and exaggerate the t2 error. The dt2 is
seen to correlate with W, with a trend of dt2 ; 21.5
3 1022 when W increases from 0–6 g cm22. This small
change in t2 turns out to be enough to cause a da ;
20.5 trend. These trends are believed to be artifacts of
retrievals.

8. Effect of cloud screening and sampling on
aerosol retrievals

Aerosol retrievals are made from cloud-free, low-ra-
diance pixels, which remain after removal of bright
cloudy pixels. Even small differences in cloud-screening
procedure may lead to noticeable effects on aerosol re-
trievals (cf. analyses of section 7c). Likewise, different
sampling may also affect aerosol retrievals. These sourc-
es of uncertainty are not easy to quantify, as cloud clear-
ing and/or sampling procedures are typically a compli-
cated set of interdependent tests, consisting of decision
trees and many built-in empirical thresholds. The PAT-
MOS and AEROBS data are obtained from the same
AVHRR input radiances, but are processed with differ-
ent cloud screening and sampling procedures. Both use
state-of-the-art, peer-reviewed techniques for clear/
cloud discrimination with a set of sophisticated tests
based upon contrast, spectral and spatial signatures.
However, the number and sequence of the tests are dif-
ferent, as well as are the specific thresholds used in the
tests. In this section we evaluate the effect of different
cloud masks and sampling techniques in AEROBS and
PATMOS on aerosol retrievals.

Cloud clearing used in the operational AEROBS files
is documented in McClain (1989), with later refinements
(mainly related to the use of the high-resolution infrared
sounder, HIRS/2 for cloud screening) mentioned in Wal-
ton et al. (1998). In PATMOS processing, the Clouds
from AVHRR (CLAVR) algorithm was utilized, based
solely upon AVHRR measurements (Stowe et al. 1999).

Sampling in AEROBS and PATMOS is also different.
All GAC pixels identified by CLAVR as clear are uti-
lized to calculate the PATMOS (110 km)2 cloud-free
statistics. AEROBS processing is done within a window
of 11 3 11 GAC pixels (J. Sapper 2001, personal com-
munication). First, a central array of 2 3 2 GAC pixels
is examined. If all four pixels are cloudy, the algorithm
moves on to an adjacent 2 3 2 array within the same
11 3 11 window. The algorithm keeps checking the 2
3 2 arrays until the one is found with cloud-free GAC
pixel(s) (n 5 1 to 4). The n reflectances and brightness
temperatures, and aerosol/SST retrievals therefrom, get
averaged, along with their respective latitude/longitude
and sun-view angles, and recorded to the AEROBS file.
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FIG. 17. Histograms of number of cloud-free observations per PAT-
MOS grid cell in (a) PATMOS and (b) AEROBS, and (c) correlation
between the two. Data are obtained from NOAA-14 on 18 Feb 1998,
in a global latitudinal belt 58–458S.

This average (over n GAC pixels; the number n is not
saved) record is referred to as an ‘‘AEROBS pixel.’’
Over a low-contrast open ocean (the vast majority of
PATMOS–BUOY points pertain to open ocean), the al-
gorithm moves on to a next 11 3 11 window, until all
the globe is covered in along-track increments of 11
and/or cross-track increments of 6 GAC pixels. In cer-
tain contrast (coastal) areas, the algorithm is able to
process, and output to AEROBS file, up to 5–8
AEROBS pixels within an 11 3 11 window. It is im-
portant to note that the sequence of the 2 3 2 arrays
being tested within an 11 3 11 window is not fully
‘‘blind.’’ It is designed in such a way that it tends to
choose the warmest GAC pixels in the window.

As a result of different scene identification and sam-
pling, different pixels are sampled in AEROBS and
PATMOS files. In this section, the effect of these dif-
ferences on aerosol retrievals is quantified, using one
full day of NOAA-14 PATMOS (not restricted to PAT-
MOS–BUOY locations) and AEROBS data obtained on
8 February 1998, within a zonal belt between 58 and
458S. Both datasets are calibrated using the same cali-
bration (Rao and Chen 1999).

Both datasets contain geo-referenced radiances and
sun-view geometry, which are averaged in space: in
PATMOS, within the (110 km)2 grid cells; in AEROBS,
over 1 to 4 GAC pixels [;(8 km)2]. On 8 February
1998, PATMOS identifies only 2677 clear-ocean cells
in a spatial domain of 58–458S (out of total of 13 039
PATMOS grid cells, of which some are land and some
are cloudy), whereas AEROBS identifies 11 797 ;(8
km)2 pixels (as mentioned before, the number of original
GAC pixels is unknown, but it would be a factor of 1–
4 that of AEROBS pixels). For the purpose of further
comparison, the AEROBS data have been mapped into
PATMOS cells, and their statistics saved. A total of 2409
ocean cells were found, populated with at least one
cloud-free AEROBS pixel. Figure 17a plots a histogram
of the number of GAC pixels within the 2667 PATMOS
cells, and Fig. 17b shows number of AEROBS pixels
within the 2409 cells. Figure 17c compares number of
GAC pixels in PATMOS data, NP, with the number of
AEROBS pixels, NA. A difference of up to a factor of
;66 (1 AEROBS pixel represents ½ of the 11 3 11
window, due to the 6-pixel increment in the cross-track
direction) is expected, in qualitative agreement with Fig.
17c.

After merging the two, one finds 1850 cells in which
both PATMOS and AEROBS data are present. In 1827
PATMOS cells, AEROBS data are missing, and in 559
cells populated with AEROBS data, PATMOS data are
not present. This illustrates the difference in sampling
resulting from different cloud clearing in the two data
sets. In what follows, only the merged dataset (N 5
1850) is analyzed.

PATMOS reflectances in Fig. 18 are highly correlated
with their AEROBS counterparts in both channels (R2

; 0.93–97), but are biased low: The regression inter-

cepts are negative, and the slopes are less than unity.
This implies that CLAVR cloud screening is more con-
servative compared to the algorithm used in AEROBS.
As a result, both t1P and t2P in Figs. 19a and 19b are
biased low, both additively and multiplicatively. The
correlation between the PATMOS and AEROBS t (R2

; 0.87–89) is somewhat less than that for reflectances,
and the rms difference (rmsd) in AOD is s t ; 0.02.
The PATMOS/AEROBS differences in the sun and view
zenith, and relative azimuth angle data (not shown) con-
tribute to the lesser correlation in t, compared to r. But
the primary reason is decreased signal-to-noise ratio in
the aerosol component of radiance, rA, which is cal-
culated by subtracting the Rayleigh component from the
total reflectance. The PATMOS/AEROBS differences in
t are further evident when the Ångström exponent a is
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FIG. 18. Correlation between PATMOS (subscript ‘‘P’’) and AEROBS (subscript ‘‘A’’) reflectances in
AVHRR channels (a) 1 and (b) 2. Regression statistics superimposed. Data same as that in Fig. 17.

calculated. The correlation drops to R2 ; 0.55, with
rmsd sa ; 0.3. Fig. 20 illustrates that scatter in both
PATMOS (Fig. 20a) and AEROBS (Fig. 20b) a in-
creases toward low t, as well as scatter in their differ-
ence (Fig. 20c). The increased a errors at low t have
been analyzed in detail in section 6. However, a new
observation that emerges from Fig. 20 is a relatively
lower noise in AEROBS data (Fig. 20b) compared to
PATMOS (Fig. 20a), despite CLAVR’s seemingly more
conservative nature, and larger sample sizes. This ob-
servation may help explain the smaller-than-expected
increase of the SNR in PATMOS a compared to
AEROBS in section 6.

Analyses in this section suggest that cloud clearing
and sampling may have a noticeable, and difficult to
predict, effect on aerosol retrievals. Recall that two
state-of-the art procedures have been consistently ap-
plied here to the same input data (reflectances and ge-
ometries). Larger errors can be expected when less ac-
curate cloud screening and less sophisticated sampling
strategies are used, or when data from different satellite
radiometers (such as in Ignatov et al. 2002) are com-
pared.

9. Conclusions

Aerosol optical depths, t1 and t2, were derived by
two independent, single-channel look-up-tables from 8-
yr, two-satellite (1990–93, NOAA-11; and 1995–98,
NOAA-14) Pathfinder Atmosphere AVHRR reflectances
in channels 1 (0.63 mm) and 2 (0.83 mm) merged with
Pathfinder Oceans Matchup Buoy Database buoy ob-
servations (PATMOS–BUOY). The retrievals of t1 and
t2, and derived Ångström exponent a have been ex-
amined empirically to see if they are physically realistic
and self-consistent, before their application in deriving
the NOAA/NESDIS Phase II aerosol SST correction to
be described in a companion paper.

Retrievals at solar zenith angles uo . 608 were biased
low, suggesting removal of DNS 5 18 585 data points
(;17.6%) from subsequent analyses. The remaining N

5 87 246 data points were further screened for outliers
using a set of quality control procedures, which removed
DNQC 5 330 (;0.4%) data points. The remaining anal-
yses were done with the quality-controlled data (N 5
86 916).

Histograms of t were accurately represented by log-
normal probability density functions (PDFs), with glob-
al 8-yr (1990–93, 1995–98) geometrical means of tg1

5 0.126, tg2 5 0.117, and geometrical standard devi-
ations of m1 ; m2 ; 1.8 (see section 5a for definitions).
For a 5-yr period of 1990, 1995–98, excluding the Mt.
Pinatubo–contaminated portion of NOAA-11, the esti-
mates were tg1 5 0.113, tg2 5 0.106, m1 ; m2 ; 1.7.
The latter numbers can be considered representative of
typical global climatological statistics of t1 and t2. The
retrieved Ångström exponent was accurately fit by a
normal PDF. Estimate of its true statistic, however, was
not straightforward, due to a sizeable retrieval error con-
tribution.

The t1–t2 scattergram converged at the origin as ex-
pected, but it was shifted with respect to its expected
domain, defined by two straight lines corresponding to
a 5 0 and a 5 2, thus resulting in a negative bias in
a. These results, consistent with observations by Ig-
natov and Stowe (2002b) made from AEROBS data,
call for an adjustment to the current model water vapor
absorption in AVHRR channel 2, as predicted with the
6S radiative transfer model.

Special statistical analyses with t1–t2 and a–t scat-
tergrams were aimed at separating signal from noise in
the retrievals. The a–t scattergram showed increased
scatter, in inverse proportion to t, but no systematic 1/
t trend in a. The rms error in a was approximated as
sa«/t1, with sa« ; 0.032 (cf. sa« ; 0.042 6 0.002 from
AEROBS data). The ‘‘natural’’ (noise free; represented
with subscript ‘‘o’’) variability of the Ångström expo-
nent within the PATMOS–BUOY dataset was found to
be sao ; 0.30 6 0.02. This number, derived from global
maritime multiyear data, was higher than the value of
sao ; 0.24 6 0.02 found earlier in the space–time re-
stricted AEROBS datasets. The cross-over point in t at
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FIG. 19. Same as in Fig. 18, but for aerosol retrievals of (a) t1, (b)
t2, and (c) a.

FIG. 20. Scattergrams of a vs t1 in (a) PATMOS and (b) AEROBS
data averaged over PATMOS grid cells, and (c) their difference (PAT-
MOS-AEROBS) Da.

which the signal-to-noise ratio in the Ångström expo-
nent, defined as h 5 (sao/sa«)t1 ; t1/t1o becomes 1
was found to be at t1o ; 0.11 6 0.01 (cf. t1o ; 0.18
6 0.02 estimated from AEROBS data). For reference,
the Phase I aerosol SST correction is applied only when
t1 . 0.15 (Nalli and Stowe 2002).

Trend analyses revealed a number of observations.
For both NOAA-11 and -14, t1 and t2 increased by about
10.02 to 10.03 over a period of 4 years. For NOAA-
14, the trends were largely coherent in the two channels,

contributing to a more stable Ångström exponent. For
NOAA-11, however, the Ångström exponent declined by
;0.4. These time trends most probably resulted from
the remaining calibration uncertainties. Geographical
trends were largely consistent with the known distri-
bution of aerosol parameters but showed zonal corre-
lation with cloud amount. The latter observation was
confirmed by direct correlation analyses of aerosol re-
trievals (made from a cloud-free portion of a PATMOS
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grid cell) with the average ambient cloud amount within
a cell. Additional PATMOS/AEROBS comparisons re-
vealed large sensitivity of aerosol retrievals to cloud
screening and sampling. The retrievals also showed
some statistically significant angular trends in the mean
values of t and a, but not in tmin, which may be attri-
buted to the remaining minor aerosol retrieval model
inadequacies and/or sampling biases. The surface wind
speed trends in aerosol retrievals are in a qualitative
agreement with those observed in sun photometer data.
Water vapor trends are small in t1, but statistically sig-
nificant in t2 and a. The water vapor trends, and a part
of wind speed trends, may be artifacts of the retrieval
algorithm, which used assumptions of a constant surface
diffuse reflectance, surface wind speed and water vapor
concentration in the retrievals. We recommend that these
parameters be added to the PATMOS and AEROBS
files. Despite these remaining problems, the retrievals
are largely self- and interconsistent, and should provide
a superior set of predictors for the NOAA/NESDIS
Phase II aerosol SST correction.
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